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Text complexity definition

Readability is what makes some texts easier to read than others at the
content aspect of a text

e.g. Word length, sentence length, number of syllables, paragraph length,
words POS tags and dependency tree

Whereas lisibility is about the form of a text

e.g. Words spacing, text font, character size
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Text complexity usage

Convey information to most readers

e.g. Drugs leaflets, news information, administrative and legal texts

Engage readers through content that is gradually more difficult

e.g. First and second language learners, ideally to any domain learning
condition
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Classroom levels scale

Elementary Middle School  High School
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Novel approach: unsupervised task

Hypothesis
The simpler a text is, the better it should be understood by a machine

Idea
We should expect a strong correlation between readability levels and

performance of language models at infilling Cloze tests

Current state
Correlations observed with our systems are still really small compared to
other readability metrics such as Flesch-Kincaid or the previous model
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Merci pour votre attention
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