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What is the
sentiment
associated with
each text ?
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What is the
sentiment
associated with
each text ?




We need to get the algorithm to
‘understand” the meaning of words.




Contexts in a collection
of documents




Step 1: Learn Embeddings

Contexts in a collection . Word Representations
of documents (a.k.a Word Embeddings) :

Word Representation

of the word “cat”
(Numerical Vector)




Step 1: Learn Embeddings Step 2: Solve a given Task

Contexts in a collection . Word Representations Task that
of documents . (a.k.a Word Embeddings) involves textual data

“..the ? ispurring...”

Word Representation /
of the word “cat”
(Numerical Vector) cat
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Medical Concept Detection

The patient had headache that was relieved only with

oxycodone . A CT scan of the head showed microvascular
. A followup MRI which also showed
similar changes . This was most likely due to her multiple
myeloma with hyperviscosity .

Medical Concept Types

* i2b2/VA 2010 Concept Detection Task (Uzuner et al., 2011)
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[ Word Representations







Medical Concept Detection

Word Representations
(General Domain)




Medical Concept Detection

(General Domain)

[ Word Representations

Many medical terms never appear in the corpus
= Can’t learn their word representations




Medical Concept Detection

Word Representations
(General Domain)

Many medical terms never appear in the corpus
= Can’t learn their word representations

Those who do appear, do not appear frequently enough
= Not enough contexts to precisely deduce their meaning




Medical Concept Detection

(General Domain)

[ Word Representations

Use a large collection of specialized texts
(e.g. scientific medical articles)
= Not always possible




Medical Concept Detection

Word Representations
(General Domain)

Use a large collection of specialized texts
(e.g. scientific medical articles)
= Not always possible

Adapt general domain embeddings
using domain knowledge






e Mix general-domain embeddings with representations learned on small in-domain data

Medlcal Concept Detection

Word Representations ]
(Domain Adapted)




Mix general-domain embeddings with representations learned on the task data itself’

Texts from target task itself

The patient had headache that was relieved only with
oxyeodone . A CT scan of the head showed microvascular
. A folloWtp"MRI which also showed
. This was most likely due to her'multiple

/ Medical Concept Detection

[ Word Representations } //

(Domain Adapted)

* “Embedding Strategies for Specialized Domains: Application
to Clinical Entity Recognition” (Paper accepted @ACL SRW)






e Adapt general-domain embeddings using ontologies from the domain of interest

Medical Concept Detection

Word Representations
(Domain Adapted)




e Adapt general-domain embeddings using ontologies from the domain of interest

Medical Concept Detection

/

Word Representations
(Domain Adapted)




e Something else...







Any questions ?



